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Abstract
With the end of conventional CMOS scaling, efficient resiliency solutions are needed to address the increased likelihood of transient hardware errors. Many resiliency solutions consider redundancy in time or space in order to detect errors during deployment. However, full modular redundancy is expensive, introducing large performance overheads in order to improve reliability.

In this work, we propose the use of approximate checkers to detect when errors may occur during execution, and only trigger application re-execution when the approximate checker identifies an error. We implement the approximate checker using a neural network, and show that for many applications, the approximate checker can achieve very high accuracy in detecting errors.

1 Overview
With the end of conventional CMOS scaling, hardware is becoming increasingly susceptible to errors in the field [3–5, 10, 12, 13]. Systems must be able to handle such failures in order to guarantee continuous error-free operation. Hardware error detection mechanisms form a crucial part in devising such reliability solutions. Traditional solutions use heavy amounts of redundancy (in space or time) to detect hardware faults, and can introduce very high overheads. Despite the high overheads, modern systems today commonly rely on full redundancy to meet their resiliency targets even though lower cost techniques have been proposed in the literature [6–9, 13]. For example, as recently as March 2019, Tesla announced its new Full Self-Driving processor for its autonomous driving fleet, which includes a fully redundant co-processor on chip to guard against hardware errors [11].

To tackle the high costs introduced by full redundancy, we propose augmenting certain applications with a small neural network (NN) which raises a flag when an error manifests itself during execution. The neural network acts as a fast, approximate checker, quickly making a decision whether or not it detected an error, in order to avoid an indiscriminate re-execution for all applications.

Figure 1 depicts the general overview of how an approximate checker functions. An approximate checker takes as input the input and output of an application, and predicts whether an error occurred or not. Based on the prediction by the approximate checker, the runtime system can make a decision to rerun the application or not, based on the confidence of the approximate checker in identifying the occurrence of an error during execution.

Intuitively, an approximate checker looks for a correlation between the input of an application, and the output observed by the application. By learning the relationship between the input and the output, the approximate checker can run relatively quickly while providing a “sanity check” for the user without requiring a full rerun of the application. Since not all applications require precise outcomes, a small error which does not affect the final output would be learned by the approximate checker as not requiring re-execution.

2 Design of Approximate Checker
One primary objective in the design of the approximate checker is that it needs to be fast in order to offset the cost of redundantly rerunning the application. Thus, we avoid deeper neural networks (DNNs) because although they might be more accurate in general, they also incur a larger performance overhead from the many additional weights and hidden layers. For our design, we target a few hidden layers with a relatively small number of neurons per layer in a fully connected fashion, to address this issue. Further, the approximate checker can be run on a dedicated NN accelerator to minimize the runtime of checking for errors.

Figure 1. An approximate checker takes as input the input and output of an application, and checks whether an error occurred during execution.
To train the approximate checker, we generate 80,000 tuples of the form [input, output, label], where the output is either the correct output as generated by the application without a perturbation, or alternatively an erroneous output that is generated by transforming the legal output. We generate 40,000 correct and 40,000 incorrect outputs, labeling the training entry accordingly. Incorrect outputs are obtained for many applications by substituting output values with random uniform values of the same type. We ensure that the output is legal (i.e., it is not trivially incorrect); however, our corruption model is extreme to test whether an approximate checker can learn anything before fine-tuning to a more rigorous and realistic error model. For testing, we use 20,000 tuples split evenly between correct and incorrect entries and obtained in a similar fashion to the training set, described above.

3 Results

We explored 13 applications from the AxBench [1] and MachSuite [2] benchmark suites, spanning many different domains. Table 1 shows each application studied, along with the NN topology used for the Approximate Checker (Column 3) and the error model used to generate erroneous outputs (Column 4).

We partitioned the applications into 3 classes, based on the potential of employing an approximate checker

1. Outputs can be checked precisely.
2. Outputs can be checked approximately.
3. No known approximate output validation exists.

For example, a precise method to check SORT would be to scan over the output and ensure the final order is sorted correctly, while also checking that all the input values appear in the output. Category 2 applications, such as BlackScholes, are based on a model or a heuristic, and the precise output value has less importance in the grand scheme of things. Finally, for Category 3 applications, no known approximate output validation exists: known validation techniques are either indirect or are variations on original computation (e.g. Sobel edge detection).

Column 5 of Table 1 shows the accuracy measured for the different applications, and Column 6 indicates whether the application has potential for further exploration (based on whether the accuracy is greater than 70%).

We find that the Approximate Checker for some applications such as JPEG, AES, sort, and SPMV do not learn anything (an accuracy near 50%), despite a very egregious error model being used (randomization of the original, correct output). This eliminates these applications from further study, since we would not expect a fine-grained error model to successfully predict errors. To illustrate this point, we can see the example with sort, where we found high accuracy with randomization, but very low accuracy once we changed the error model to swap two values of the originally sorted output.

However, many applications did surprisingly well. For these applications, our preliminary results show that an approximate checker has a lot of promise, with some applications gaining very high accuracy such as Inversek2j, GEMM, and Backprop. This encourages further exploration of more realistic error models. We also find that some Category 1 applications observe decent accuracy (e.g., FFT). This could be a result of the error model, but also warrants additional exploration.
4 Conclusion

In this work, we present the idea of an approximate checker, a low-cost companion NN model to an application to quickly identify if an error occurring during execution resulted in an output corruption. We provide a taxonomy for applications which may benefit from an approximate checker, and show that for some applications, an approximate checker can be trained to have very high accuracy.

Moving forward, we plan to explore more rigorous error models for training approximate checkers, and expand to additional applications that can benefit from this form of error detection.
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